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Real-time experimental control of a system in its chaotic and nonchaotic regimes
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Current model-independent control techniques are limited, from a practical standpoint, by their dependence
on a precontrol learning stage. Here we use a real-time, adaptive, model-independent~RTAMI ! feedback
control technique to control an experimental system — a driven magnetoelastic ribbon — in its nonchaotic and
chaotic regimes. We show that the RTAMI technique is capable of tracking and stabilizing higher-order
unstable periodic orbits. These results demonstrate that the RTAMI technique is practical for on-the-fly~i.e., no
learning stage! control of real-world dynamical systems.@S1063-651X~97!50710-0#

PACS number~s!: 05.45.1b, 75.80.1q
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Model-independent chaos control techniques, the firs
which was developed by Ott, Grebogi, and Yorke@1#, have
been applied to a wide range of physical and physiolog
systems@2–11#. Recently, similar techniques have been d
veloped to stabilize underlying unstable periodic orb
~UPO’s! in nonchaotic dynamical systems@12–18#. In gen-
eral, model-independent control techniques use feedb
perturbations to stabilize a dynamical system about one o
UPO’s. In contrast to traditional control techniques~which
require knowledge of a system’s governing equation!,
model-independent techniques are inherently well-suited
‘‘black-box’’ systems because they extract all necessary c
trol information from a premeasured time series. The fl
ibility of model independence in current dynamical cont
techniques, however, does not come without limitations. T
precontrol time-series measurement and the correspon
system-dynamics estimation comprise a ‘‘learning’’ sta
For some real-world systems~e.g., cardiac arrhythmias!,
however, unwanted dynamics must be eliminated quic
and thus the time required for a learning stage may be
available.

Recently, a real-time, adaptive, model-independ
~RTAMI ! control technique, was developed@19# to stabilize
flip-saddle UPO’s in chaotic and nonchaotic dynamical s
tems that can be described effectively by a unimodal o
dimensional map. Because the RTAMI technique does
require a precontrol learning stage~i.e., it operates in rea
time! it is practical for on-the-fly control of dynamical sys
tems. In Ref.@19#, the RTAMI technique was successful
applied to a wide range of model systems in their noncha
and chaotic regimes. Here, we apply the RTAMI cont
technique to an experimental system — a driven magneto-
elastic ribbon — in its nonchaotic and chaotic regimes.

The RTAMI technique is designed to stabilize the fli
saddle unstable periodic fixed pointj*5@x* ,x* #T ~where
superscriptT denotes transpose and@x* ,x* #T is a 231 col-
umn vector! of a system that can be described effectively
a unimodal one-dimensional mapxn115 f (xn ,pn), wherexn
is the current value~scalar! of one measurable system var
able,xn11 is the next value of the same variable, andpn is
the value~scalar! of an accessible system parameterp at
index n. The control technique perturbsp such thatpn5 p̄
561063-651X/97/56~4!/3749~4!/$10.00
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1dpn , wherep̄ is the nominal parameter value, anddpn is a
perturbation@3,4,20–22# given by

dpn5
xn2xn*

gn
, ~1!

wherexn* is the current estimate ofx* , andgn is the control
sensitivityg at indexn. The ideal value ofg is the sensitiv-
ity of x* to perturbations:gideal5dx* /dp. As described in
Ref. @23#, control can be achieved for nonideal values ofg in
the rangeugumin<ugu<ugumax. ~Prior to control, it is not pos-
sible to determinegmin or gmax without an analytical system
model or a learning stage.!

As shown in Fig. 1, the current state pointjn would move,

FIG. 1. First-return map showing thatdpn @Eq. ~1!, with g
5gideal# shifts the map fromf (xn ,pn) to f (xn ,pn1dpn) such that
the next system state point is forced tojn118 'j* , rather than to its
expected positionĵn11 . These data, shown for illustrative purpose
are from simulations of the Belousov-Zhabotinsky chemical re
tion.
R3749 © 1997 The American Physical Society



.

f

e
l

bi

s
ea
st
a
n

l

he
-

-
i-

e

m

ts

si
ty
th
er

.

.
nts.

ce

te

of

ra-
b-

the
p-

eld

e-

RAPID COMMUNICATIONS

R3750 56CHRISTINI, IN, SPANO, DITTO, AND COLLINS
in the absence of a perturbation~i.e., dpn50!, to ĵn11 ~via
the dotted arrow!. However, the control perturbation of Eq
~1! ~corresponding tog5gideal) shifts f (xn ,pn) to f (xn ,pn

1dpn) such thatxn maps toxn118 5x* , instead ofx̂n11 . On
the first-return map, this shift appears as the movement ojn

to jn8 ~via the solid vertical arrow in Fig. 1!. When the map is
returned to f (xn ,pn) for the next iteration, the next stat
point will be jn118 'j* , as desired for control. In a physica
system, due to noise, measurement errors, and the insta
of j* , perturbations are required at each iteration to holdjn
within the neighborhood ofj* .

Learning-stage dependent techniques use static value
x* and/org, as estimated from a precontrol time-series m
surement. In contrast, the RTAMI technique repeatedly e
matesx* and g. In addition to eliminating the need for
learning stage, this adaptability allows for the control of no
stationary systems. When control is initiated,g can be set to
an arbitrary value~with the restriction that the sign ofg must
match that ofgideal; if the signs do not match, control wil
fail!. After each measurement ofxn , x* is estimated using

xn* 5 (
i 50

N21
xn2 i

N
, ~2!

whereN is the number of past data points included in t
average@24#. Equation~2! converges tox* because consecu
tive xn alternate on either side ofx* due to the flip-saddle
nature ofj* .

At each iteration, afterx* is re-estimated via Eq.~2!, the
RTAMI technique evaluates whether the estimate ofg
should be adapted. The value ofg is not adapted if the de
sired control precisione has been achieved. Control prec
sion hasnot been achieved if

uxn2xn21* u.e ~3!

is satisfied by at leastL data points out of theN previous
data points, wherexn21* is the estimate ofx* that was tar-
geted for a givenxn . The L/N factor is used@instead of a
single evaluation of Eq.~3!# to reduce the influence of nois
and spurious data points.

If the desired control precision has not been achieved@i.e.,
Eq. ~3! has been satisfied by at leastL data points out of the
N previous data points#, then the magnitude ofg is adapted
in accordance with the expected perturbation dynamics@19#.
If g5gideal, then the perturbation moves the state point fro
its current positionjn to j* ~as in Fig. 1!. If ugu is too large
~i.e., dp is too small!, then the state point moves from i
current positionjn to a position closer toj* than would be
expected without a perturbation. Ifugu is too small~i.e.,dp is
too large!, then the state point moves from its current po
tion jn to a position on the same side of the line of identi
~This is in contrast to the expected alternation, due to
flip-saddle nature ofj* , of consecutive state points on eith
side of the line of identity.! The criterion

sgn~xn2xn21!5sgn~xn212xn22! ~4!

is satisfied when two consecutive state points (@xn21 ,xn22#
and @xn ,xn21#) lie on the same side of the line of identity
The RTAMI technique increases the magnitude ofg ~i.e.,
lity

for
-
i-

-

-
.
e

gn115gnr, wherer is the adjustment factor! if Eq. ~4! is
satisfied for at leastL data points out of theN previous data
points. As with the evaluation of control precision@Eq. ~3!#,
the L/N factor is used@instead of a single evaluation of Eq
~4!# to reduce the influence of noise and spurious data poi

If the magnitude ofg is not increased@as dictated by Eq.
~4!#, then the magnitude ofg is decreased ifjn is not con-
verging rapidly~at a rate governed byr ) to j* . Specifically,
the magnitude ofg is decreased~i.e., gn115gn /r) if

1

N (
i 50

N21 uxn2 i 212xn2 i 22* u2uxn2 i2xn2 i 21* u

uxn2 i 212xn2 i 22* u
,r% . ~5!

Equation ~5! is satisfied if, on average, the distan
uxn2 i2xn2 i 21* u between a given data pointxn2 i and its cor-
responding fixed-point estimatexn2 i 21* is not at leastr%
smaller than the distanceuxn2 i 212xn2 i 22* u between the pre-
vious data pointxn2 i 21 and the previous fixed-point estima
xn2 i 22* .

If neither Eq. ~4! nor Eq. ~5! is satisfied, theng is not
adapted becausex is properly approaching the estimate
x* .

The experimental system we considered@25# consists of a
gravitationally buckled magnetoelastic ribbon driven pa
metrically by a sinusoidally varying magnetic field. The ri
bon is clamped at its lower end and its positionx is measured
once per drive period at a point a short distance above
clamp. The ribbon’s Young’s modulus can be varied by a
plying an external magnetic field. The applied magnetic fi

FIG. 2. ~a! xn , ~b! Hdcn , and~c! gn versus drive cyclen for a
RTAMI control trial of the chaotic magnetoelastic ribbon. The r
spective control stages are annotated in~a!, ~b!, and~c!.
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is Happ5Hdc1Hacsin(2pft), whereHdc is the dc-field am-
plitude, Hac is the ac-field amplitude, andf is the ac-field
frequency. To apply the RTAMI control technique to th
magnetoelastic ribbon,Hdc was used as the control parame
@i.e., pn[Hdcn such thatHdcn5Hdc1dHdcn#.

Figure 2 shows a typical RTAMI control trial~with Hdc
50.302 Oe,Hac51.037 Oe,f 50.9 Hz, N510, e50.01, L
53, r 55%, andr51.025). Atn5250, following a period
of chaotic ribbon motion~corresponding to a two-piece a
tractor!, control of the unstable period-1 fixed point was a
tivated. The initial control perturbations@Fig. 2~b!# were too
small~becauseugu was too large! to move the state point into
the neighborhood of the fixed point~and hold it within that
neighborhood! @Fig. 2~a!#. Thus, ugu was decreased@as dic-
tated by Eq.~5!# until the magnitude of the perturbation
increased and the state point converged to the unst
period-1 fixed point. Note that although Eq.~1! is only valid
in the linear region ofj* , the value ofg required to pulljn
into the neighborhood ofj* was also suitable for the stab
lization of j* ~i.e., ugumin<ugu<ugumax). Also note that it is
possible that the large parameter perturbations require
move jn into the neighborhood ofj* could alter p to a
regime wherej* is stable. However, because of the fli
saddle nature ofj* , consecutive perturbations~excluding
those influenced by noise or whenugu is too small! are op-
posite in polarity, thereby ensuring that a parameter-reg
change into the stable regime ofj* is followed by a
parameter-regime change away from the stable regime ofj* .
Thus, the large perturbations should not be mistaken fo

FIG. 3. ~a! xn , ~b! Hdcn , and~c! gn versus drive cyclen for a
RTAMI control trial of the magnetoelastic ribbon in two differen
nonchaotic regimes@stable period-4 regime (1<n<1250) and
stable period-2 regime (1250,n<2000)#.
r
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parameter-regime shift that is used to capturej* when it is
stable, in order to drag it back into the unstable regime.

Stabilization was maintained untiln51250, when control
was deactivated. Atn51500, stabilization of the system’
unstable period-2 fixed point was activated@26#. Period-2
stabilization was quickly achieved by updating the estima
for xn* and g and applying control interventions at eve
other iterate rather than at every iterate.

Figure 3 shows a RTAMI control trial~with Hdc50.258
Oe, Hac51.037 Oe,f 50.9 Hz,N510, e50.00 @27#, L53,
r 55%, andr51.025) that demonstrates:~i! on-the-fly con-
trol of a system that is switched rapidly between differe
parameter regimes and~ii ! stabilization of UPO’s which un-
derlie stable higher-period orbits in a nonchaotic system.
n5250, following a period of stable period-4 ribbon oscill
tion, control of the system’s underlying unstable period
fixed point was activated. Afterugu was decreased, as dic
tated by Eq.~5!, period-2 stabilization was achieved an
maintained until n5500, when the control target wa
switched from the underlying unstable period-2 fixed po
to the underlying unstable period-1 fixed point. Period-1 s
bilization was maintained untiln5750, when control was
deactivated. Atn51000, period-1 stabilization was react
vated directly from the stable period-4 oscillation. Period
stabilization was maintained untiln51250, when control
was deactivated andHdc was changed toHdc50.210 Oe,
corresponding to a stable period-2 oscillation. Atn51500,
period-1 stabilization was activated directly from the sta
period-2 oscillation. Note that the magnitude ofg increased
and decreased@Fig. 3~c!#, as dictated by Eqs.~4! and~5!, for
the different unstable periodic fixed points and parame
regimes.

In addition to controlling a dynamical system in its no

FIG. 4. ~a! x versusHdc for a RTAMI tracking trial~dark points!
overlaid onto the corresponding bifurcation diagram.~b! g for the
tracking trial shown in~a!.
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chaotic or chaotic regimes, the RTAMI technique is capa
of ‘‘tracking’’ @12–16,22# an unstable periodic fixed poin
from its stable period-1 regime through multiple perio
doubling bifurcations into the chaotic regime, and vice ve
~i.e., from its chaotic regime back to its stable period-1
gime!. Figure 4 shows a tracking trial in which the RTAM
technique was used~with Hac51.037 Oe, f 50.9 Hz, N
510, e50.00, L53, r 55%, andr51.001) to track the
unstable period-1 fixed point fromHdc50.311 Oe~chaotic
regime! to Hdc50.144 Oe~stable period-1 regime!. Figure
4~a! shows the tracking trial~dark points! overlaid onto the
corresponding bifurcation diagram, while Fig. 4~b! shows the
correspondingg. Note thatugu was largest~i.e., most nega-
tive! when the slopedx/dHdc of the period-1 fixed point in
Fig. 4~a! was largest, andugu was smallest~i.e., least nega-
tive! when the slopedx/dHdc of the period-1 fixed point was
smallest. This further demonstrates~because gideal
5dx/dHdc) that the RTAMI technique effectively adaptsg.

The RTAMI control technique was unable to stabilize t
unstable period-1 fixed point of the driven magnetoela
ribbon in the chaotic parameter regimeHdc.0.311 Oe. This
control failure resulted from the fact that the value ofg re-
quired initially to movejn into the neighborhood ofj* was
not within the range ofg values suitable for stabilizingj* .
This is in contrast to the case whereHdc,0.311 Oe~as de-
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scribed for Fig. 2! in which the value ofg required to pulljn

into the neighborhood ofj* was suitable for control~i.e.,
ugumin<ugu<ugumax). WhenHdc.0.311 Oe,ugu,ugumin was
required to pulljn into the neighborhood ofj* . Thus, once
jn entered the neighborhood ofj* , oversized perturbations
@28# were delivered that promptly repelledjn from j* before
the magnitude ofg could be increased.

In this paper, we have shown that the RTAMI techniq
can be used to control an experimental system. Specific
we have controlled the motion of a driven magnetoelas
ribbon in its period-2 regime, period-4 regime, and chao
regime. We have demonstrated that the RTAMI control te
nique is capable of~i! on-the-fly control as a system i
switched between parameter regimes,~ii ! stabilizing higher-
order UPO’s, and~iii ! tracking a UPO through multiple bi
furcations. These results demonstrate that the RTAMI te
nique is versatile and practical for real-time control of re
world systems.
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